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Abstract—Hidden Markov Model (HMM) is one of the most popular techniques for speech and speaker recognition, 

while the Sparse Coding (SC) is widely used in face recognition and has not been used widely in speaker recognition. In 
this paper a comparison between the performances of Sparse Coding and Hidden Markov Model techniques is done on a 
text-independent speaker recognition task. Speaker recognition is applied on a closed set of 54 speakers speaking short 
sentences of the Egyptian Colloquial Arabic (ECA). An ergodic HMM is used with Mel Frequency Cepstral Coefficients 
(MFCCs) features. Sparse Coding is done on the same data; the used Sparse Coding classifiers are the non-negative 
least square (NNLS) and the linear regression classifier (LRC). The result of the comparison is that the Sparse Coding 
outperforms the Hidden Markov Model, in particular, when the LRC classifier is used. 

Index Terms—Speaker Recognition, Sparse Coding (SC),Hidden Markov Model (HMM), Mel Frequency Cepstral 
Coefficients (MFFCs), Non-Negative Least Square (NNLS), Linear Regression Classifier (LRC), Egyptian Colloquial 
Arabic (ECA). 

———————————————————— 
 

1INTRODUCTION 
PEAKER recognition refers to recognizing persons 
from their voice and it is a very important technique 
in a lot of the applications that we deal with every 

day like instance authorized check in, banking via 
telephone, in the telephone credit cards, used by police in 
tracking persons or criminals over voice networks and 
many other applications. No one has the same voice as any 
other one because their vocal tract shapes, larynx sizes, 
and other parts of their voice production system organs 
are different. In addition to these physical differences, 
each speaker has his or her characteristic manner of 
speaking, including the use of a particular accent, rhythm, 
intonation style, pronunciation pattern, speaking rate, 
choice of vocabulary and so on. The most recent speaker 
recognition systems use a number of these features in 
parallel, attempting to cover these different aspects and 
employing them in a complementary way to achieve more 
accurate recognition [1]. The accuracy of the speaker 
recognition system is very important achievement because 
the accuracy of any system evaluates its performance. 

Hidden Markov Model encodes the temporal change of 
the features and efficiently model statistical variation of  
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the features, to provide a statistical representation of how 
a speaker produces sounds. During enlistment process, 
HMM parameters are estimated from the speech using 
established automatic algorithms and during the 
verification process; the likelihood of the test feature 
sequence is computed against the speaker’s HMMs [2]. 

Sparse coding has recently gained attention in speaker 
recognition [3]. SC is representation that account for most 
or all information of a signal with a linear combination of 
only a small number of elementary signals, called atoms. 
The collection of atoms that is used is called a dictionary 
[4].  In SC the signal is represented by a sparse linear 
combination of dictionary atoms followed by the 
dictionary learning, which is the method of constructing 
the dictionary from the training data. The performance of 
sparse coding relies on the quality of the dictionary. 

To evaluate the performance of HMM and SC 
techniques on speaker recognition and to present this 
comparison a different number of cepstrums and different 
types of features are used. Also for HMM, different 
transition matrix structures are used. 

The rest of the paper is organized as follows. Section 2 
introduces a HMM overview on the speaker recognition. 
In subsections 3.1 and 3.2, the sparse coding concept and 
the dictionary learning methods are discussed 
respectively. In section 4, the HMM-SC comparison is 
explained. Experimental results are detailed in section 5 
and conclusions are drawn in section 6. 
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2 HIDDEN MARKOV MODEL 

Hidden Markov Model is the most popular technique used 
with the speech and speaker recognition applications. 
Speaker recognition system, like any other pattern 
recognition system, its task involves three stages, feature 
extraction stage, training stage and testing stage. Training 
is the process of familiarizing the system with the voice 
characteristics of a speaker, whereas testing is the actual 
recognition task [5]. 

In the last few decades, many methods have been 
proposed to extract the features of speech. The widely 
used features are Mel Frequency Cepstral Coefficient 
(MFCC) based on acoustical characters of human being, 
Linear Prediction Coefficient (LPC) based on auto-
regression model, and RelAtive SpecTrA Perceptual 
Linear Prediction (RASTA-PLP) based on auditory 
perception and relative perception [5]. MFCCs are the 
most familiar features used to describe speech signal. 
MFCCs are based on the known evidence that the 
information carried by low frequency components of the 
speech signal is phonetically more important for humans 
than the information carried out by high frequency 
components [6]. MFCC makes use of the mechanism of 
hearing system effectively and has excellent performance 
when there is no noise interference; however, the 
performance of this feature is degraded in the presence of 
noise. The literatures had shown that the feature from LPC 
is sensitive to noise and performs worse than MFCC 
feature. In addition, RASTA-PLP can reduce the influence 
of channel distortion; however, this feature performs 
badly under noisy environments [7]. 

HMM is a doubly embedded stochastic process where 
the underlying stochastic process is not directly observable 
(hidden). HMMs have the capability of effectively 
modeling statistical variations in spectral features. In a 
various ways, HMMs can be used as probabilistic speaker 
models for both text-dependent and text independent 
speaker recognition. HMM not only models the 
underlying speech patterns but also the temporal 
sequencing among the sounds and this is a big advantage 
for text-dependent speaker recognition system. Left-to- 
Right HMM can model temporal sequence of patterns 
only, where as to capture the patterns of different type 
ergodic HMM is used [5]. Ergodic HMM means one must 
be able to travel from any state to any other state in finite 
time and that over time states are not visited in a periodic 
manner. For most ergodic HMM implementations, this 
constraint is relaxed to just allowing that any state may 
transition to any other state [8]. 

3 SPARSE CODING 

In this section we propose the concept of the sparse coding 
technique (subsection 3.1). Dictionary learning definition, 
types of dictionary learning and its recent approaches are 
introduced in subsection 3.2. 

 

3.1 Sparse Coding concept 

Sparse coding has mainly been used with face recognition 
applications but after a period of time SC has been spread 
on other applications along with the face recognition like 
image analysis, image denoising, audio classification, 
biological data classification and many other applications 
but it is still limited in speech and speaker recognition 
applications.  

Face recognition (FR) is among the most visible and 
challenging research topics in computer vision and pattern 
recognition, and many methods, such as Eigenfaces, 
Fisherfaces and SVM, have been proposed in the past two 
decades. Recently, Wright et al. applied sparse coding to 
FR and proposed the sparse representation based 
classification (SRC) scheme, which achieves impressive FR 
performance. By coding a query image 𝐲 as a sparse linear 
combination of the training samples via the l -norm 
minimization in (1), SRC classifies the query image 𝐲 by 
evaluating which class of training samples could result in 
the minimal reconstruction error of it with the associated 
coding coefficients.  
 

‖ ‖  
          ‖    ‖ 

                            ( ) 
 

where 𝐲 is a given signal, D is the dictionary of coding 
atoms, α is the coding vector of 𝐲 overD, and ε> 0 is a 
constant [9]. 

In this paper the sparse coding concept is applied on 
voice via the text-independent speaker recognition 
application.  The dictionary will be discussed in more 
details in the following subsection. 
 
3.2 Dictionary Learning 

Sparse coding relies on an over complete dictionary, i.e., a 
matrix D which has N columns and M rows, where 
(N >>  𝑀). M is the feature vector dimension and N is the 
number of atoms, or basis in the dictionary. SC assumes 
that any test frame y can be approximated by a linear 
combination of some atoms from the dictionary (y = D. α), 
and α is a length N sparse vector. The dictionaries used in 
our experiments were a matrices of dimensions ( 4 ×
2538 ,  6 × 2538, and  8 × 2538) where 14, 16 and 18 are 
the feature vector dimensions (M) and 2538 is the number 
of the dictionary atoms (N). 

Dictionary learning is to construct a dictionary through 
learning over training data. Julien Mairal et al. [10] 
introduce a new online dictionary learning technique. The 
technique focuses on learning the dictionary to adapt it to 
a specific data and it is based on stochastic approximations 
which, scales up skillfully to large datasets with millions 
of training samples. 

There is a variety of methods for dictionary learning 
for example Non-negative Matrix Factorization (NMF), 
compressed sensing, Kernel dictionary learning, and many 
other methods.  In our SC experiments, kernel dictionary 
learning method is used.  
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Kernel-based methods for multimedia retrieval have 
shown their robustness for many applications, in shape 
recognition, image retrieval, or event detection for 
instance. Most methods first build a kernel function, and 
then train a classifier [11].  

Kernel function has different types may be linear, 
sigmoid, Radial Basis Function (RBF), and polynomial. In 
our experiments, the built kernel function type used with 
NNLS classifier was linear function while the built kernel 
function type used with LRC classifier was RBF function. 

4 THE HMM-SC COMPARISON 

The comparison between HMM and SC was done on a 
closed set of 54 speakers; each speaker produces around 47 
short sentence of the ECA. The environment surrounded 
the speakers may contain other sounds like opening a 
door, ringing phone, cough and other sounds. The data 
files were with bit rate 128 kbps and were not too long, the 
minimum data file length was less than 1 second and the 
maximum data file length was 14 seconds. The total 
number of the data files was 2538 file; we used 2027 data 
file for training and 511 data file for testing.  

For HMM experiments, a model is made for each 
speaker. The used models had a continuous ergodic 
topology because it allows the transition between the 
different states and it is the most suitable topology for the 
speaker recognition applications. The number of the used 
states per model was 4 states and the number of the 
mixtures per state was one of the following values 2 or 5 
or 10 mixtures. As well as different features types for 
example MFCC, MFCC with delta coefficients and, MFCC 
with delta and the acceleration coefficients are used. The 
number of cepstrums used was ranging from 14 up to 18 
cepstrums. Also, different transition matrix structures are 
used. Hidden Markov Model Tool Kit (HTK) [12] is used 
for implementing the HMM experiments. A typical block 
diagram of speaker recognition task using HMM is shown 
in Fig2.  

 

Fig. 2. A typical block diagram of speaker recognition task using 
Hidden Markov Model, (a) Training stage (b) Testing stage 

For SC experiments, two types of SC classifiers; NNLS 

and LRC are used. The aim of the classifier is to find a 

suitable representation of the test sample, and classify it by 

checking which class can give better representation than 

other classes. MFCC features are used; the dimension of 

the feature vector used is ranging from 14 up to 18 

cepstrums and the used dictionary learning is kernel 

dictionary learning method (as denoted in subsection 3.2). 

The MATLAB toolbox [13] is used for implementing the 

SC experiments. A typical block diagram of speaker 

recognition task using SC is shown in Fig3. 

 

Fig. 3. A typical block diagram of speaker recognition task using 
Sparse Coding, (a) Training stage (b) Testing stage 

5 EXPERIMENTAL RESULTS 

The results of the comparison are shown in tables 1 and 2, 
which are arranged in descending order w.r.t the higher 
percentage of correctly recognized data. Table 1 shows the 
results of the SC technique where, the middle column 
represents the experiment description (no. of 
cepstrums/classifier type) and the right one shows the 
percentage of the correctly recognized data. Table 2 shows 
the results of the HMM technique where, the middle 
column represents the experiment description (features 
type/no. of cepstrums/no. of mixtures per state) and the 
right one shows the percentage of the correctly recognized 
data.  

As shown on tables 1 and 2, SC technique achieves 
better results than HMM technique in text-independent 
speaker recognition system, where the maximum 
percentage of the correctly recognized data was (87.4755%) 
for SC and (85.5186%) for HMM and the minimum 
percentage of the correctly recognized data was (75.1468%) 
for  SC and (73.7769%) for HMM. The best result for the SC 
(87.4755%) is achieved from the LRC sparse coding 
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classifier with feature vector dimension equals to 18 while, 
the best result for HMM (85.5186 %) is achieved from an 
ergodic HMM with number of states equals 4, the number 
of mixtures per state equals 10 mixtures, the number of 
cepstrums is 14 and, the features are MFCC. The worst 
result for SC (75.1468%) is resulted from the NNLS sparse 
coding classifier with feature vector dimension equals to 
14 while, the worst result of HMM (73.7769%) is resulted 
from an ergodic HMM with number of states equals 4, the 
number of mixtures per state equals 2 mixtures, the 
number of cepstrums is 16 and, the features are MFCC. 

 
TABLE1 

SPARSE CODING TECHNIQUE RESULTS 
 

 

 

 

 

 

TABLE2 

HIDDEN MARKOV MODEL TECHNIQUE RESULTS 

 

6 CONCLUSION  

It can be concluded that Sparse Coding outperforms 
Hidden Markov Model, in particular, when the LRC 
classifier is used and it is obvious from the results where 
the maximum percentage of the correctly recognized data 
for SC is (87.4755%) and for HMM is (85.5186%).  

From the experiments, at the same time taken to 
implement one HMM experiment a multiple number of SC 
experiments are implemented. The training time for HMM 
is longer than that of SC; however, the testing time SC 
takes longer time than HMM especially with NNLS 
classifier. Thus, it can also be concluded that SC performs 
its task faster than HMM. 
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